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Abstract 

In this paper we describe our participation 
in the CONcreTEXT task of EVALITA 
2020, which involved predicting subjec-
tive ratings of concreteness for words pre-
sented in context. Our approach, which 
ranked first in both the English and Italian 
subtasks, relies on a combination of con-
text-dependent and context-independent 
distributional models, together with be-
havioural norms. We show that good re-
sults can be obtained for Italian, by first 
automatically translating the Italian stim-
uli into English, and then using existing 
resources for both Italian and English.  

    

1 Introduction 

In our everyday life we rarely encounter words in 
isolation. Instead, we typically process words as 
part of sentences or phrases, and these linguistic 
contexts shape our understanding of individual 
words. However, for various reasons, the over-
whelming majority of behavioural norms that 
have been collected so far focus only on single 
words or word pairs (Johns et al., 2020). 

Thus, the EVALITA 2020 (Basile et al., 2020) 
CONcreTEXT Task (Gregori et al., 2020) repre-
sents a timely and valuable contribution to the 
study of context-dependent semantics. The task 
asks competitors to predict subjective ratings of 
concreteness for words presented within sen-
tences. As mentioned by the organizers, being 
able to automatically compute contextual con-
creteness ratings would have a several practical 
applications, such as identifying the use of figura-
tive language, detecting words that might be dif-

 
1 https://github.com/armandrotaru/TeamAndi-CON-
creTEXT  

ficult to understand for language learners, and al-
lowing tighter control of contextual variables in 
psycholinguistic experiments. 

In this paper we describe our computational 
models, based on pre-trained distributional mod-
els and behavioural norms, which ranked first in 
both the English and Italian tracks of the compe-
tition1. We find that the best performance can be 
obtained by employing a combination of trans-
former models, developed in the last 2 years. 
Moreover, for Italian, it is possible to reach good 
levels of performance by relying on both the orig-
inal stimuli and their English translation, which 
allows access to resources for both languages. 

 

1.1 General description 

In order to predict concreteness in context, we use 
information derived from three type of sources, 
namely behavioural norms and distributional 
models, both context-independent (i.e., a model 
outputs the same vector representation for a given 
word, regardless of the context in which the word 
is encountered), and context-dependent (i.e., a 
model outputs a potentially different representa-
tions for a given word, as a function of the context 
in which the word is presented). 

Firstly, we employ behavioural norms collected 
for a wide variety of psycholinguistic factors. Of 
particular interest to us are norms for concreteness 
(Brysbaert et al., 2014), semantic diversity (Hoff-
man et al., 2013), age of acquisition (Kuperman et 
al., 2012), emotional dimensions (i.e., valence, 
arousal, and dominance; Mohammad, 2018), and 
sensorimotor dimensions (i.e., modality strengths 
for the tactile, auditory, olfactory, gustatory, vis-
ual, and interoceptive modalities; interaction 
strengths for the mouth/throat, hand/arm, foot/leg, 
head excluding mouth/throat, and torso effectors; 
Lynott et al., 2019), as well as frequency and con-
textual diversity counts (Van Heuven et al., 2014). 



We focus on these specific factors since they are 
meaningfully related to word concreteness (see 
the previous references).  

Secondly, we employ context-independent dis-
tributional models, namely Skip-gram (Mikolov 
et al., 2013), FastText (Bojanowski et al., 2017), 
GloVe (Pennington et al., 2014), and ConceptNet 
NumberBatch (Speer et al., 2017). Such models 
have been used in order to accurately predict a 
range of psycholinguistic variables, including 
concreteness (ρ = .88; Paetzold & Specia, 2016).  

Thirdly, we employ context-dependent distri-
butional models, namely BERT (Devlin et al., 
2018), RoBERTa (Liu et al., 2018), AlBERTo 
(Polignano et al., 2019), GPT-2 (Radford et al., 
2019), Bart (Lewis et al., 2019), and ALBERT 
(Lan et al., 2020). Although they have become ex-
tremely popular after achieving human-level per-
formance in various linguistic tasks (e.g., those in 
the GLUE benchmark; Wang et al., 2018), we are 
not aware of studies looking at whether such mod-
els can accurately predict (contextualized) subjec-
tive ratings. Nevertheless, since these models 
were specifically designed to process rich contex-
tual information, they could be a valuable tool for 
predicting ratings of concreteness in context. 

 

1.2 Predictors for English 

We tested (combinations of) three groups of pre-
dictors. The first group was derived from large da-
tasets of ratings for concreteness, semantic diver-
sity, age of acquisition, emotional dimensions, 
and sensorimotor dimensions, as well as fre-
quency and contextual diversity counts based on 
the SUBTLEX-UK and BNC corpora (see the ref-
erences from the beginning of the previous sec-
tion). In order to extend the coverage of the sub-
jective ratings, we did not directly use them as 
predictors of concreteness in context. Instead, we 
relied on the Skip-gram, GloVe, and ConceptNet 
NumberBatch models, as a means of estimating 
the subjective ratings for more than 100,000 
words, via linear regression. For the frequency 
and contextual diversity counts, we kept the orig-
inal values, as they already have very good cover-
age. The intersection of the two datasets, which 
includes more than 70,000 words, served as the 
basis for our predictors of concreteness. More spe-
cifically, for each variable V (e.g., semantic diver-
sity), we generated four predictors, namely V(w), 
V(c), V(w) * V(c), and abs(V(w) - V(c)), where: 

• V(w) denotes the value of V correspond-
ing to the word w (e.g., w = “offend”). If 
w is not present in our norms, we set V(w) 

to the average value of V, computed over 
the entire norms; 

• V(c) denotes the value of V corresponding 
to the context c in which the word w is 
encountered (e.g., w = “offend”, c = “Do 
not insult or ___ anyone .“). Computing 
this value involves calculating the aver-
age V(c) = ∑ "($!)"

!#$
&

, where V(ci) is the 
value of V corresponding to the i-th con-
text word, calculated as described previ-
ously, and N is the number of words that 
make up the context. 

These predictors allowed us to include both the 
individual contributions of word w and its context 
c, as well as certain interactions between w and c. 

The second group was derived from Skip-gram, 
GloVe, and ConceptNet NumberBatch embed-
dings, as well as from the concatenation of the 
three types of embeddings. The vocabulary of the 
four models is that described in the discussion 
above. Given the large number of dimensions in-
volved (i.e., 300 + 300 + 300 + 900 = 1,800), we 
first extracted the top 20 principal components 
from each model (although comparable results 
can also be obtained by using a larger number of 
components). Then, for each variable V (e.g., PC3 
from the GloVe model) we generated four predic-
tors, namely V(w), V(c), V(w) * V(c), and abs(V(w) 
- V(c)), following the same procedure as in the 
previous discussion. In addition, based on (Frass-
inelli et al., 2017), for each distributional model 
we added four predictors based on a measure of 
neighbourhood density (i.e., the mean cosine sim-
ilarity between a vector and its closest 20 vectors), 
using the same procedure as described above. 

The third group was derived from the BERT, 
GPT-2, Bart, and ALBERT models. We used the 
standard (base) versions of each model (i.e., with-
out task-specific fine-tuning), as described in the 
original papers, and obtained from the Hugging 
Face repository (https://huggingface.co/models).  

Unlike for the previous two groups, the predic-
tors consist only of a word’s activations from the 
last hidden layer (i.e., for the GPT-2, Bart, and 
ALBERT models), or averaged from the last four 
hidden layers (i.e., for the BERT model). 

Importantly, for each group of predictors we 
generated two sets of variables, based on two ver-
sions of the target words (i.e., the words rated by 
the participants). In the first set we used the unin-
flected form of the target words, taken from the 
TARGET column. In contrast, in the second set of 
we used the inflected form of the target words, 
taken from the words in the TEXT column located 



at the positions specified in the INDEX column. 
More details can be found in Table 1. 

For predicting ratings of concreteness in con-
text, we employed ridge regression, with large 
values of the parameter lambda (i.e., strong regu-
larization), after standardized all the variables. 

 

1.3 Predictors for Italian 

Our approach was similar to that for English, but 
with certain significant changes, as follows: 
• for the first group of predictors, we began 

by automatically translating the Italian 
stimuli (i.e., the TARGET and TEXT col-
umns) into English, using the MarianMT 
translation model (Junczys-Dowmunt et 
al., 2018). Next, for the translated stimuli 
we derived the predictors using the exact 
same procedure as in the case of English; 

• for the second group of predictors, we em-
ployed Italian versions of the FastText and 
ConceptNet NumberBatch models), to-
gether with their concatenation. We de-
rived the predictors based on the top 30 
principal components for each model, ra-
ther than the top 20 principal components, 
as in the case of English (although compa-
rable results can also be obtained by using 
a larger number of components); 

• for the third group of predictors, we again 
employed the English translations and re-
lied on the same models as for English, and 
also the RoBERTa model. For the BERT 
model, we only used the activations from 
the last hidden layer. We also added the Al-
BERTo model, but with the Italian stimuli.  

As in the case for English, we generated two 
sets of predictors, using either the uninflected or 
inflected forms of the target words, together with 
their corresponding English translations. More 
details can be found in Table 1. 

Once more, we employed ridge regression, 
with large values of the parameter lambda (i.e., 
strong regularization), after standardizing all the 
variables. 

 

2 Results and discussion 

The results for English and Italian are shown in 
Figures 1 and 2, respectively, for various sets of 
predictors and regularization strengths. Results 
are averaged over 1,000 rounds of 5-fold cross-
validation, using only the training dataset. 

For English, the results indicate that context-
dependent models (Fig. 1c-d) outperform behav-
ioural norms (Fig. 1a) and context-independent 
models (Fig. 1b). For the latter, even though we 
introduced contextual variables by averaging a 
given variable (e.g., concreteness) over the words 
that make up the context, it appears that this sim-
ple average does not properly capture contextual 
information and/or interactions between single 
word and contextual information. The addition the 
behavioural norms and/or context-independent 
models has a negligible effect on performance 
(Fig. 1e). In this respect, the excellent results for 
context-dependent models are likely due to sev-
eral factors, such as the highly non-linear integra-
tion of contextual information, the use of attention 
mechanisms, and that of more sophisticated learn-
ing objectives (e.g., next sentence prediction).  

Interestingly, predictors based on inflected tar-
gets consistently outperform those based on unin-
flected targets, especially for the context-depend-
ent models. This shows that morphological infor-
mation can be quite valuable. Also, even for the 
largest sets of predictors, consisting of more than 
3,200 variables per 80 data points, the degree of 
regularization appears to matter very little, indi-
cating surprisingly small levels of overfitting. 

In the case of Italian, the findings are somewhat 
different from those for English. Performance is 
roughly 10% lower than that for English. This is 
expected, given that perfect translation from Ital-
ian to English is impossible, and that the majority 
of predictors depend on this translation. The gaps 
in performance between predictors for inflected vs 
uninflected targets (Fig. 2c-d), and between the 
various classes of predictors (Fig. 2a-e), are also 
smaller. Moreover, the performance of context-
dependent models can be increased to a small de-
gree by adding behavioural norms and/or context-
independent models (Fig. 2f). 

Our best models, as described in Figures 1 and 
2, ranked first in both the English track (ρ = .83), 
and the Italian track (ρ = .75). The two correla-
tions are smaller than those for the best models in 
the two figures, but this is likely to be an effect of 
distributional differences between the training set 
and the test set. 

 

3 Conclusion 

Our results suggest that a variety of approaches 
can be quite successfully employed in order to 
predict concreteness in context. The most effec-



tive predictors are those derived from context-de-
pendent models (e.g., BERT), but relatively good 
results can be obtained also by using context-in-
dependent models (e.g., Skip-gram) and behav-
ioural norms (e.g., ratings of semantic diversity). 

Such an approach works very well for English, 
but less so for Italian, where the range of available 
predictors (i.e., pre-trained distributional models 
and large behavioural norms) is limited. One sur-
prisingly effective solution to this problem is to 
simply translate the Italian stimuli into English, by 
relying on a neural machine translation system 
(e.g., MarianMT), and then make use of existing 
predictors for English. As an alternative to trans-
lating stimuli, it would be interesting to test 

whether comparable results can be obtained using 
multilingual versions of context-dependent mod-
els, such as BERT. 
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Table 1. Type and number of predictors obtained from behavioural norms and distributional models. The same number of 
predictors are derived for both the inflected and uninflected versions of the target word. As predictors for the context-dependent 
models, we use the activations associated with the target, when presented in context (i.e., we do not have separate predictors 
for the target, context, and their potential interactions). More details regarding each set of predictors can be found in Subsections 
2.2 and 2.3, as well as in Figures 1 and 2. 

 
Predictors for English 

 
Source of predictors # preds. 

V(w) 
# preds. 

V(c) 
# preds. 

V(w) * V(c) 
# preds. 

abs(V(w) - V(c)) 
Behavioural norms (frequency, etc.) 20 20 20 20 
Skip-gram (Google News – 100B) 21 21 21 21 
GloVe (Common Crawl – 840B) 21 21 21 21 
ConceptNet NumberBatch  
(ConceptNet + Skip-gram + GloVe) 21 21 21 21 

Concatenation of Skip-gram, GloVe, 
and ConceptNet NumberBatch 21 21 21 21 

ALBERT (last hidden layer) 768 
Bart  (last hidden layer) 768 
BERT (last four hidden layers) 768 
GPT-2 (last hidden layer) 768 

 
Predictors for Italian 

 
Source of predictors # preds. 

V(w) 
# preds. 

V(c) 
# preds. 

V(w) * V(c) 
# preds. 

abs(V(w) - V(c)) 
Behavioural norms (frequency, etc.) 20 20 20 20 
FastText (Common Crawl + Wikipedia) 31 31 31 31 
ConceptNet NumberBatch  
(ConceptNet + Skip-gram + GloVe) 31 31 31 31 

Concatenation of FastText and Concept-
Net NumberBatch 31 31 31 31 

ALBERT (last hidden layer) 768 
AlBERTo (last hidden layer) 768 
Bart  (last hidden layer) 768 
BERT (last hidden layer) 768 
GPT-2 (last hidden layer) 768 
RoBERTa (last hidden layer) 768 



  

 

  

 

 

 
Figure 1: English: Spearman correlations between predicted and actual ratings, for various groups of predictors and regulari-
zation strengths (i.e., values of lambda). C-Dep. Mod.: the combination of the ALBERT, GPT-2, Bart, and BERT models; C-
Indep. Mod.: the combination of the Skip-gram, GloVe, and ConceptNet NumberBatch models, their concatenation, and neigh-
bourhood density measures; Beh. Norms: the predicted psycholinguistic ratings, together with frequency and contextual diver-
sity counts. For the best four models, all predictors were derived from the inflected form of the target words. Our submission 
to the competition was based on C-Dep. Mod. + Beh. Norms (lambda = 500).



 
 

 
 

 
 

Figure 2. Italian: Spearman correlations between predicted and actual ratings, for various groups of predictors and regulariza-
tion strengths (i.e., values of lambda). C-Dep. Mod.: the combination of the ALBERT, GPT-2, BERT, RoBERTa, Bart, and 
AlBERTo models; C-Indep. Mod.: the combination of the FastText and ConceptNet NumberBatch models, their concatenation, 
and neighbourhood density measures; Beh. Norms: the predicted psycholinguistic ratings, together with frequency and contex-
tual diversity counts. For the best four models, all predictors were derived from the inflected form of the target words, except 
for the RoBERTa, FastText, and ConceptNet NumberBatch models (uninflected), and the behavioural norms (inflected and 
uninflected). Our submission to the competition was based on C-Dep. Mod. + C-Indep. Mod. + Beh. Norms (lambda = 500).
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