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Abstract

The presence of misogynistic contents is
one of the most crucial problems of social
networks. In this paper we present our sys-
tem for misogyny identification on Twit-
ter. Our approach is based on a convo-
lutional neural network that exploits pre-
trained word embeddings. We also exper-
imented a comparison among different ar-
chitectures to understand the effectiveness
of our method. The paper also described
our submissions to both subtasks A and
B to Automatic Misogyny Identification
competition at Evalita 2020.

1 Introduction

The paper describes our submission to the Auto-
matic Misogyny Identification task at Evalita 2020
(Fersini et al., 2020; Basile et al., 2020). This
competition is divided into two subtasks:

* Subtask A Misogyny and Aggressive Be-
haviour Identification: identify if a text is
misogynous or not, and, in case of misogyny,
if it expresses an aggressive attitude.

* Subtask B Unbiased Misogyny Identifi-
cation: discriminate misogynistic contents
from the non-misogynistic ones, while guar-
anteeing the fairness of the model (in terms
of unintended bias) on a synthetic dataset
(Nozza et al., 2019).

We proposed a convolutional based approach to
recognize misogynistic sentences. We grounded
our work over a robust model selection technique.
In order to confirm our approach we developed
other architectures based on state of art models to
make a systematic comparison.

Our work is organized as follows. Section 2 briefly

describes related work on the proposed task. Sec-
tion 3 describes our architectures. Section 4 in-
troduces our method. In particular, it describes
our approach for model selection and assessment.
Section 5 presents the official results obtained in
the AMI competition. Section 6 concludes this
work.

2 Related Work

The misogyny identification and classification ap-
proaches are very recent (Anzovino et al., 2018).
In the last few years there was an increasing num-
ber of research on this field. The majority of them
have concentrated especially on abusive and ag-
gressive language detection. This form of hate
speech task has been proposed in different orga-
nized shared tasks: IberEval 2018 (Fersini et al.,
2018), Evalita 2018 (Fersini et al., 2018) and later
at SemEval 2019 (Basile et al., 2019). Most of
the state-of-art approaches to misogyny detection
were described as system reports for these shared
tasks.

Finally, it is important to mention that differ-
ent deep learning approaches have been proposed
(Badjatiya et al., 2017). In this paper we extend
the use of convolutional layers for word based fea-
ture extraction.

3 Description of the system

In this section we describe our approach that
exploits the intuition of extracting dependencies
among words as features from tweets. We also
made an analysis about other architectures and we
compare them with ours in order to understand
strength and weakness of our architecture. Our
method consists of the following steps:

¢ normalization of the datasets;

* use an effective word embedding representa-
tion;
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¢ define different state of art architectures to
compare them with our model.

3.1 Data Preprocessing and Word
Embeddings

Out-of-vocabulary words are one of the most im-
portant issues with the use of word embedding, es-
pecially in the context of social networks in which
colloquial language is widespread. In order to nor-
malize tweets, we pre-processed them using tools
from ekphrasis (Baziotis et al., 2017).

First of all we removed punctuation and separated
sentences into words. Then we applied the nor-
malization process. This process involves, for ex-
ample, allcaps annotation (" ABC’ becomes ’all-
caps abc allcaps’), elongated words normalization
(’vaaaaai’ becomes ’elongated vai elongated’) and
emoticons transformation. We manually carried
out translations of these keywords to adapt anno-
tations to the Italian language.

We experimented different word embedding pre-
trained model. After a sequence of considera-
tions we chose the word embeddings presented in
Cimino et al. (2018) trained on 46 million Italian
tweets. It is a word2vec based model and it en-
codes each word in a 128-size vector.

3.2 Our model

The model used for the AMI competition is repre-
sented in Figure 1.

Given a tweet, we firstly apply the pre-processing
described in Section 3.1 to normalize and trans-
form it into a sequence of words. Then this se-
quence is mapped into a fixed real vector domain
by the embedding layer.

The embedding layer passes an input feature space
to three 1D Convolutional layers. Each of those
uses 150 filters and a stride of 1 but different ker-
nel sizes of 1, 2, 4 respectively. These layers are
the most interesting ones. Each layer can indeed
be seen as extractors of n-gram features where n is
equal to the kernel size (Kim, 2014). As explained
in Section 4.1 we search for the best hyperparam-
eters of these layers in model selection phase.
Outputs from CNN layers are down-sampled by a
GlobalMaxPooling1D layer and then they are con-
catenated into a single sequence.

The last two layers are dense layers with tanh and
softmax activation functions respectively. The fi-
nal softmax layer maps the sequence received as
input to a probability distribution over all possible
classes.

This model was trained for 15 epochs using a
batch size of 128.

4 Experiments

In the subtask A we split the training set pro-
vided into a train set (4250 tweets) and a test
set (750 tweets). This internal test set was used
only to evaluate our final model. In subtask B we
merged raw and synthetic datasets and separated
from each of these two test sets.

As explained in Section 3.2 we used as out-
put layer a dense layer with softmax activation
function. In order to obtain three different la-
bels for subtask A, misogynous and aggressiveness
columns were converted into a single one. We also
apply one-hot encoding to the integer representa-
tion, otherwise a natural ordering between cate-
gories may result in poor performance or unex-
pected results.

The frequency distribution of these labels turns out
to be quite unbalanced, as shown in Table 1. Fur-
thermore for each class we have a very small num-
ber of training examples. This could have a strong
influence on the overfitting of the model. We in-
deed avoided to use a deep neural network and we
preferred to develop a simple architecture in a ro-
bust way as recommended in Zhang and Wallace
(2015).

Class Train set | Test set
Non-misogynous | 2277 386
Non-aggressive | 484 70
Aggressive 1489 294

Table 1: Subtask A dataset distribution

4.1 Model Selection

We decided to apply a robust model selection
technique to find the best hyperparameters of our
model. We used repeated K-fold cross-validation
(Rodriguez et al., 2010).

In subtask A we used the official AMI score as
metric. While in the subtask B we decided to use
the AUC metric. In both of them we also took into
consideration the standard deviation among differ-
ent runs.

Model selection phase was divided in 2 mainly
stages:

» Stage 1 we validate the best hyperparame-
ters for each different model. We report the
hyperparameters ranges in Figure 2. In this
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: Model architecture

that tries to extract different features using a
greater number of layers. It is an extension of
the architecture described in Section 3.2;

» Stage 2 We chose the most promising mod-
els according to score and standard devia-

tion metrics.

before.

We applied another repeated
5-fold cross-validation increasing the number
of repetitions to 15. Then we chose the best
model among them using the same metrics as

» Skipped Convolutional Neural Network
(Zhang and Luo, 2018): CNN architecture
where each convolutional layer uses “gapped
window” to extract features from its input;

In Figure 2 we reported results obtained in stage

Hyperparam

Range

2 of the model selection phase in the subtask A.

Batch size

{32, 64, 128}

Our model seems to be better in terms of both

{[100, 100, 100],

score and standard deviation compared to the oth-
ers. Furthermore, it does not have any outliers as

other models have.

Filters [150, 150, 150]}
. {01, 2,3],
Kernel Sizes (1,2, 41}
L2 regularizer {0.001, 0.005}
Number dense nodes {8, 16}

0.86

Table 2: Hyperparameters ranges
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Figure 2: Comparison among different models on
subtask A
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4.2 Model Assessment

As final step we tested our model over the internal
test set. The results obtained are reported in Ta-
ble 3. As expected, the behaviour of our model in
this internal test set is in compliance with respect
to validation results.

As regards subtask B, we only considered the
AUC score and results obtained for both model
selection and assessment have proved to be incon-
clusive.

Run | Subtask A score
Run 1 0.858894
Run 2 0.851679
Run 3 0.8360752

Table 3: Results of single runs in internal test set

5 Results and discussion

The evaluation was done on both subtask A and
B. In the following subsections a discussion of the
results obtained in each subtask is provided.

5.1 Subtask A

Table 4 reports the official results for the subtask
A.

SubtaskA | u/c | score teamname
run2 u 0.74064 | jigsaw

runl u 0.73802 | jigsaw

runl c 0.73425 | fabsam
runl u 0.73135 | YNU_OXZ
run2 c 0.73091 | fabsam
run2 C 0.71669 | NoPlaceFor..
run2 u 0.70145 | YNU_OXZ
run3 c 0.69482 | fabsam

Table 4: AMI subtask A leaderboard

Both run fabsam.r.c.runl and fabsam.r.c.runl
have outperformed other constrained runs and our
best run ranks third in the official leaderboard.
This confirms the effectiveness of our approach.
During an error analysis we noticed that our model
wrongly classifies short sentences and hate speech
sentences referred to men. Nevertheless, in our
best run the f1 score for misogynous label reaches
0.8038 while the real problem is in the 0.6647 of
aggressiveness label. This is probably due to the
small number of non-aggressive examples used to
fit the model.

Different results of runs reflect the standard devi-
ation observed during the validation phase. While
scores obtained are smaller then model selection
results.

5.2 Subtask B

In the following we reported our results for the
subtask B.

SubtaskB | u/c | score teamname
run2 u 0.88259 | jigsaw
run3 c 0.81803 | PoliTeam
runl c 0.81369 | PoliTeam
runl c 0.70512 | fabsam
run2 c 0.70219 | fabsam
run2 C 0.69395 | PoliTeam
run3 C 0.69133 | fabsam
run3 c 0.69133 | fabsam

Table 5: AMI Subtask B leaderboard

We used for subtask B the same model used for the
other subtask. We have performed a poor valida-
tion approach using as evaluation metric the AUC.
We chose to train the model merging raw and syn-
thetic datasets. This choice led to poor perfor-
mance on unseen datasets. Indeed our model was
strongly affected by overfitting when it met iden-
tity terms used in training. From an error analysis
we noticed that it wrongly classifies lots of sen-
tences from synthetic dataset, while it performs
very well on raw dataset.

6 Conclusion

The presence of misogynistic contents in social
network is a major problem. A crucial work in
this direction is the detection and recognition of
this type of contents.

We propose a simple architecture based on convo-
lutional layers. From our experiments we under-
stood that capturing long-term dependencies pro-
duces an unstable training and poor performance
in this type of subtasks. Performances of the
model could be increased focusing its approach on
model selection. Lastly, it could be very important
to take into consideration data augmentation tech-
niques or other sources of data to solve the unbal-
anced dataset issue.
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