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Abstract

AI offers unprecedented opportunities—but also carries the risk of discrimination and unfair treatment
embedded in data, design, or decision-making processes. The AEQUITAS framework addresses this
challenge through a holistic approach that embeds a controlled experimentation environment to identify,
measure, and mitigate bias before deployment. By integrating legal, ethical, and technical perspectives
and translating them into concrete, actionable methods, AEQUITAS enables organisations to detect
discriminatory patterns, apply fairness mitigation strategies, and validate compliance with the EU
AI Act, ensuring that AI systems are developed and deployed in a fair, transparent, and accountable
manner.
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