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Outline
Hate Speech Detection:
definition and evaluation

More than hate:
abusive, offensive, hateful language and bias

AI and humans:
cultural background and polarization of opinion



  



  

Hate Speech Monitoring Group

https://hatespeech.di.unito.it

Viviana Patti
Cristina Bosco
...many more

https://hatespeech.di.unito.it/


  

Hate Speech Monitoring Group
Italian Hate Speech Corpus

6.000 tweets annotated by experts on:
● Hate Speech (binary)
● Aggressiveness
● Offensiveness
● Stereotype
● Irony

https://github.com/msang/hate-speech-corpus

https://github.com/msang/hate-speech-corpus


  

HS Definitions
From Sanguinetti and Poletto:
• addressed, or just refer to, one of the minority groups identified 
as HS targets, or to an individual considered for its membership
• spreading, inciting, promoting or justifying violence against a 
target.



  

Abusiveness/Toxicity

Aggressiveness

Offensiveness

Hate Speech

Misogyny
Racism 

Homophobia
...



  

Evaluation Campaigns
EVALITA 2018
Two tasks on HS

AMI - Automatic Misogyny Identification

HaSpeeDe - Hate Speech Detection

http://www.evalita.it/2018/tasks

#1 on Spanish AMI (EN and ES)
Alessandra Cignarella and Endang Pamungkas

http://www.evalita.it/2018/tasks


  

HatEval 2019
Shared task #5 at SemEval 2019

Hate Speech detection on tweets

Languages: English, Spanish

Targets: Immigrants, Women

108 runs from 74 teams

Together with C. Bosco, V. Patti, M. Sanguinetti, P. Rosso, F. Rangel, D.Nozza, E.Fersini



  

HatEval 2019: annotation
Two-level annotation

● HS - a binary value indicating if HS is occurring 
against one of the given targets

● Target Range - if HS occurs, a binary value 
indicating if the target is a generic group of 
people or a specific individual.

● Aggressiveness - if HS occurs, a binary value 
indicating if the tweeter is aggressive or not.



  

HatEval 2019: annotation



  

HatEval 2019: annotation



  

HatEval 2019: examples



  

HatEval 2019: examples



  

HatEval 2019: examples



  

HatEval 2019: evaluation

per-class macro



  

HatEval 2019: results
Best systems: RNNs (LSTM, GRU), Transformer

Spanish better than English (?)

Best recall on EN = 0.5~

Task B EN: all systems below MFC!

Complains of big drop in training  test metrics→

https://docs.google.com/spreadsheets/d/1wS
FKh1hvwwQIoY8_XBVkhjxacDmwXFpkshYzLx4bw-0/
edit#gid=503116726

https://docs.google.com/spreadsheets/d/1wSFKh1hvwwQIoY8_XBVkhjxacDmwXFpkshYzLx4bw-0/edit#gid=503116726
https://docs.google.com/spreadsheets/d/1wSFKh1hvwwQIoY8_XBVkhjxacDmwXFpkshYzLx4bw-0/edit#gid=503116726
https://docs.google.com/spreadsheets/d/1wSFKh1hvwwQIoY8_XBVkhjxacDmwXFpkshYzLx4bw-0/edit#gid=503116726


  

HatEval 2019



  

Words and meanings

All in all it's just another 
brick in the wall

We’re going to build 
that wall



  

Weirdness Index

Given an general and a specific corpora

ws frequency of w in the specific corpus
wg frequency of w in the general corpus
ts total count of words in the specific corpus
tg total count of words in the general corpus

Financial vs. BNC: dollar, government, market
From: Ahmad et al., 1999



  

Polarized Weirdness
Specific  subset determined by a class→
General  its complement→

Example
● Classes = {positive, negative}
● 100 instances: 50 positive and 50 negative
● 3,000 words in instances labeled positive
● 2,000 words in instances labeled negative
● good occurs 50 times in positive instances
● good occurs 5 times in negative instances

PWpositive(good) = 6.66
PWnegative(good) = 0.15



  

Weird HS words
Top 20 weird words in English HatEval
nodaca, enddaca, kag, womensuck, 
@hillaryclinton, americafirst, trump2020, 
taxpayers, buildthewallnow, illegals, 
@senatemajldr, dreamer, buildthewall, they, 
@potus, walkawayfromdemocrat, votedemsout, 
wethepeople, illegalalien, backtheblue.

Top 20 weird words in the Male GxG set
costituzionale, socialisto (socialist), Lecce, DALLA, 
utente, Samp, Sampdoria, Nera, allenatore, 
Orlando, Bp, ni, maresciallo, garanzia, cerare, 
voluto, pilotare, disco, caserma, From



  

Word Embedding Adaptation

v
1

v
2

vi vector representation of wi

pwi polarized weirdness of wi
wrt. Positive class (detection)

pw
1

pw
2



  

Experimental Evaluation

● CNN 64x8 hidden layer, ReLU activation, 4-size 
max pooling, ADAM optimization

● learning rate between 10−2 and 10−3

epochs between 10 and 25
● Keras (Python)
mygithub://dnnsentenceclassification

● Polyglot word embeddings (Al-Rfou et al., 2013)
64 dimensions, multilingual



  

Results I: Hate Speech Detection



  

Weird Explainability



  

Wiegand et al. 2019

On bias in datasets and 
how to correct it.

Explicit vs. Implicit 
abuse/hate



  

Abusiveness/Toxicity

Aggressiveness

Offensiveness

Hate Speech
Misogyny

Racism 
Homophobia

...



  

OLID and OffensEval

Offensive Language Identification
Dataset (Zampieri et al. 2019)

Used for SemEval 2019 task 6: OffensEval



  

OLID lexicon analysis

Top keywords with TF-IDF

Mostly swear words 
   → explicit

SWs in NOT class too

Joint work with T. Caselli and J. Mitrovic



  

Dictionary-based classification

Reimplementation of Duluth approach
Based on lexicon by Wiegand et al. 2018

OffensEval ranking: 
1) NULI (BERT)
…
6) Duluth  
...



  

Explicit vs. Implicit

EXP/IMP Offensiveness

MSc Thesis by 
Inga Kartoziya

EMP/IMP Abusiveness

Relatively high agreement:
Fleiss’ K=0.61



  

Explicit vs. Implicit

● large overlap 
between OFF and EXP

● surprising amount of 
OFF NOTABU

● not negligible portion 
of abusive (EXP or 
IMP) untargeted



  

Explicit vs. Implicit

BERT model fine-tuned on the Implicit/Explicit 
annotation of OffenseEval and AbuseEval (three-
label classification)



  

Offensive, Abusive, Hateful
So what is the relationship between these 
phenomena?



  

Offensive, Abusive, Hateful
So what is the relationship between these 
phenomena?

Experiment with “vanilla” pre-trained BERT

#7~

#2~



  

Words matter

Phenomena matter

And the human?



  

The Human Factor

Datasets are made by humans.

Ethnicity and social background of the 
annotators may reflect their judgments in 
annotations.

Diverging opinions by annotators are valuable 
source of information for better training sets.
(previous work: Aroyo and Welty; Checco et al.) 



  

The Polarization Index
● Assuming a split into K groups of annotators
● P is high when

● Intra-group agreements are high
● Inter-group agreement is low

Different from agreement!

PhD work of Sohail Akhtar



  

Polarization: Pilot Study
● HS Dataset on Brexit (119 tweets)

● 6 annotators in 2 groups:
● Target: Immigrants, Muslims
● Control: western background



  

Polarization: Pilot Study

Control

Target



  

Polarization: Pilot Study
Intra-group vs. inter-group agreement



  

Data Augmentation Experiment
● Compute the P-index of every instance
● Instances with high polarization are filtered out 
● Low polarization instances are replicated

Data from Waseem and Hovy 2017
+ new dataset ACCEPT



  

Data Augmentation Experiment



  

Qualitative Analysis
By ranking the instances of a dataset by P-index,
the most polarizing tweets emerge at the top

The vast majority of the tweets with P = 1 contain 
mixed remarks:
@******* uh... did you watch the video? one of the women talked 
about how it’s assumed she’s angry because she’s latina.

Humour is highly polarizing
Another #Arab car #terror attack in #Jerusalem #Israel. Will 
#Obama call it random traffic infringement? http://t.co/xxxxxxxx

Topics in the ACCEPT data: gender theories and 
their education in school, family values



  

Conclusions (1)

Text classification alone is limited 
towards the understanding of 
these complex phenomena

http://t.co/xxxxxxxx


  

Conclusions (2)

We need to start thinking about 
who is producing data for AI



  

What now?

Hate is a product of people

People are not islands
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